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After graduating Stanford University, I went to work as a software engineer in Silicon Valley.
I quickly realized my passion was not for pure engineering, but for research. I was fortunate
enough to be accepted to the Wharton School’s PhD program in Statistics and there it was
confirmed for me that research and teaching is my lifelong calling.

GPT-4o says my work “sits at the intersection of statistical methodology, software engi-
neering, and applied social/biomedical science, with a strong commitment to reproducible
open-source tools and educational impact”. I would agree but further clarify: the common
theme is innovating methods that solve real-world applied problems using statistics, math-
ematics and computer science. I then release their solutions via open-source software which
I maintain continuously for a worldwide userbase. I believe the accessibility of my research
explains why it is highly referenced: I have 4,200 citations on my 40+ publications, one
patent, one manuscript in review and four nearing submission. I’ve published in Economics,
Sociology, Linguistics, Educational Technology, Psychiatry, Opthamology, Oncology, Neu-
rology, Chemistry and, of course, Statistics. I’ve received multiple grants, many of which are
highly competitive. Herein, I’ll outline three streams of research, their past (with a sample
of published works cited) and their near future (in blue).

Experimental Design

My current focus is to understand the how the degree of randomization in randomized classic
pill-placebo trials affects performance (joint with Abba M Krieger of the Wharton School of
the University of Pennsylvania and David Azriel of the Technion). While a visiting scholar
for a semester at the Technion six years ago, we were puzzled by two seemingly irreconcilable
experimental design approaches: classicists say, “completely randomize subject assignments”
but many today say, “use deterministic assignments from numerical optimization which
minimizes covariate imbalance”. We introduced a novel performance metric (risk measured
by quantile of MSE) and demonstrated that the optimal design is somewhere in the middle
of these two approaches without sacrificing the benefits of either. This translates to clinical
trials running faster and cheaper with less risk of failure [1]. This result was so surprising
that I was invited to present the research at five conferences, nine universities (including
Harvard) and to Amazon, Inc.’s experimentation research team in Seattle, WA.

To dig deeper, we were awarded a prestigious US-Israel Binational Science Foundation
grant (who only fund statistics proposals once every other year) for $167,000 through
2025. On this grant, we have explored many fruitful extensions. We proved that nearly
optimal designs are almost as random as complete randomization releasing the R package
GreedyExperimentalDesign which has ≈30K downloads [2], we optimized the rerandomiza-
tion design (which dates to Student in the 1920’s) [3], we explored the relationship between
degree of randomization and power [4], we improved the pairwise matching design by further
minimizing covariate imbalance [5], we showed that pairwise matching is optimal for inci-
dence response [6] and recently showed that pairwise matching is optimal for general response
types, i.e., incidence, count, proportion, and uncensored survival [7]. We are currently work-
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ing on optimality properties of Fisher’s blocking designs and showing that pairwise matching
provides optimal power in the Cochran-Mantel Haenszel test.

A parallel line of work researches improvements to sequential (online) experimental designs.
This began with my work in graduate school which matched subjects together on-the-fly
while leaving idiosyncratic subjects in a “reservoir”. At the end of the study, both types
of subjects contribute to an estimate of the treatment effect. And this is shown to provide
much more accurate estimation and higher power for continuous response [8]. A few years
ago, we improved many of the shortcomings of this design by removing the need for strong
assumptions and further allowed for optimized matching when some of the response values
are known in advance [9]∗. I am currently working on generalizing this latter work for all
general response types, i.e., incidence, count, proportion and censored survival and upgrading
SeqExpMatch, its C++-optimized R package which has ≈10K downloads.

Machine Learning and its Applications

My other main research stream is in machine learning / artificial intelligence (AI). Herein
lies my most cited work on “explainable AI”. This work tries to provide insight into the
inner workings of all popular complicated black box models [10]. This publication, and its
corresponding R package ICEbox has 1800+ citations, ≈90K downloads and was recently
ported to Python as it is widely used in industry. In academic publications its methodology
has been used to understand models for, inter alia, biomedical image recognition, driverless
cars, forest populations, concrete foam compressive strength and the genomics of maize.

Modeling a phenomenon of interest with numeric measurements is considered by many to be
the fundamental problem in science and it is a problem that deeply motivates me as well. My
R package bartMachine has 450+ citations and ≈300K downloads [11]. It has been used by
scientists to predict a wide variety of phenomena, inter alia, severity of depression, election
results, storm outages in electric grids, appropriate dosing for pharmaceuticals, human fetal
growth, lifespans of European aristocracy. And, of course, I “eat my own dog food”; using
bartMachine, I teamed up with an opthamological surgeon in Wisconsin to build a model
that optimizes the location of lenses in cataract surgery. Its accuracy is near optimal, i.e., at
the lens manufacturers’ tolerance [12]. Additionally, we were interested to understand how
these models work by understanding and statistically testing covariates for usefulness [13],
a work that is widely used and thus has 200+ citations.

In this stream, I currently switched to the newly-ubiquitous deep learning. I am using deep
learning to classify aesthetic value of a wide variety of digital art genres.

Interdisciplinary Research

Working with passionate scholars in other fields is (I believe) the most rewarding part of
being an applied statistician. I’ve always been playing in everyone’s backyard.

In college, I developed software called GemIdent that used Random Forests (where features
are built from various radii of rings of colored pixel scores) on microscopic images to localize
different types cell nuclei in histological samples [14]. The output of this software was then
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used to understand how breast cancer spreads in lymph nodes [15].

Before graduate school, I worked on a vocabulary-learning program for high-school students
by showing contextual snippet examples. I teamed up with reading specialists to create the
website dictionarysquared which was awarded a $1.5M grant. We proved that this method
is pedagogically effective [16] and then we also developed a Random-Forest-based model to
identify the best contextual snippets [17]. I’m currently revamping this model to use deep
learning’s large language attention models. Preliminary results are astonishingly accurate.

In graduate school, I teamed up with a psychologist who studies depression, specifically
why some succeed in therapy and some succeed with drugs. We developed methods for
personalized treatments and wrapped it in the R package PTE [18] which has≈35K downloads.
This work was then used by a company called Aifred Health who validated it in clinical
studies [19] and were rewarded a patent for the method of personalized treatment [20]. Using
PTE to discover personalization models via analysis of new clinical datasets is ongoing.

As an assistant professor, I was once casually chatting with William Blanford, an Arizona-
trained hydrologist, and realized estimating the slope-divided-by-the-intercept in OLS is
fundamental to the measuring in Henry’s Law constants. Working out the mathematics, we
found an optimal design for the independent variable distribution [21]. We then released
this methodology in our R package optDesignSlope which has ≈25K downloads.

Teaming up my friend from Dana Chandler, an MIT-trained economist, we experimentally
demonstrated that making gig work more meaningful leads to more worker retention and
people working longer [22]. This was one of the first empirical results on this topic (and
thus became a canonical to cite having ≈600 and winning the journal’s award for most cited
work). Further, this study was one of the first to use Amazon’s Mechanical Turk (MTurk) as
a platform to run natural field experiments and was likely instrumental in its popularization.

Designing custom MTurk experiments using Ruby on Rails is an expertise of mine. Team-
ing up with Dana Weinberg, a Harvard-trained Sociologist, we used a natural field experi-
ment to test gender discrimination in book publishing [23]. We then followed up this pilot
study to test gender, age and race discrimination across a wide variety of book genres [24]∗.
This latter study may be the largest Internet-based social science natural field experiment
in history with nearly 10,000 subjects assessed on almost 30,000 book covers.

Dana Weinberg and I are currently working together on a large Air Force Reseach Labo-
ratory grant with a budget of $1.9M. We are co-investigating topics of disinformation and
radicalization using another custom MTurk experiment.

Concluding Words

I believe to have demonstrated that research is what makes me tick. I would be honored
to spend the rest of my productive life through publishing and disseminating original and
novel science. And I am also excited to continue my passion for interdisciplinary research
by teaming up with faculty from different departments.
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